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This document describes in detail the steps involved in installing and configuring an Aneka Cloud. It
covers the prerequisites for the installation, the installation process, setting up and configuring

Aneka Daemons and Aneka Containers, and running some of the sample applications to test your
new cloud deployment.
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1 Introduction

Aneka is a Cloud Application Development Platform (CAP) for developing and running
compute and data intensive applications. As a platform it provides users with both a
runtime environment for executing applications developed using any of the three
supported programming models, and a set of APIs and tools that allow you to build new
applications or run existing legacy code. The purpose of this document is to help you
through the process of installing and setting up an Aneka Cloud environment. This
document will cover everything from helping you to understand your existing
infrastructure, different deployment options, installing the Management Studio,
configuring Aneka Daemons and Containers, and finally running some of the samples to
test your environment.

1.1 Whatis an Aneka Cloud composed of?

An Aneka Cloud is composed of a collection of services deployed on top of an
infrastructure. This infrastructure can include both physical and virtual machines located
in your local area network or Data Centre. Aneka services are hosted on Aneka Containers
which are managed by Aneka Daemons. An Aneka Daemon is a background service that
runs on a machine and helps you to install, start, stop, update and reconfigure Containers.

A key component of the Aneka platform is the Aneka Management Studio, a portal for
managing your infrastructure and clouds. Administrators use the Aneka Management Studio
to define their infrastructure, deploy Aneka Daemons, and install and configure Aneka
Containers. The figure below shows a high-level representation of an Aneka Cloud,
composed of a Master Container that is responsible for scheduling jobs to Workers, and a
group of Worker Containers that execute the jobs. Each machine is typically configured
with a single instance of the Aneka Daemon and a single instance of the Aneka Container.

.
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An administrator using Aneka
Management Studio to install B B B B e .

and configure an Aneka Cloud
Local Area Network or Data Centre hosting an

Aneka Cloud

Figure 1 - Management Scenario.
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Figure 2 - A high-level view of an Aneka Cloud

The following sections provide detailed instructions on installing and configuring your

Clouds.
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2 System Requirements

This section describes the hardware and software requirements for creating your cloud
environment. For a more detailed and accurate description of the requirements see
release notes.

2.1 Hardware Requirements

Disk Space: Installation of Aneka using the distributed Microsoft Installer Package (MSI)
requires approximately 60 megabytes of disk space. This installation includes the Aneka
Cloud Management Studio, binaries for installing Aneka Daemons and Containers, the
Design Explorer, sample applications and documentation. The Aneka Cloud Management
Studio is your portal for setting up an Aneka Cloud environment. This involves installing
the Aneka Daemon and Aneka Containers on remote machines. The Aneka Daemon
requires approximately 10 megabytes of disk space, and a Container requires
approximately 20 megabytes.

NOTE: While the above describes the minimum disk space requirements for installation,
running Aneka requires additional disk space for creating temporary files such as logs,
storing data files from users that are required for execution, and creating new data output
files as a result of the execution. This additional disk space required therefore depends on
how you plan to use Aneka. See sections below on Storage Service and Execution Services
for ideal disk space requirements.

CPU and Memory: The CPU and memory requirements differ based on what you are
installing. Running Aneka Cloud Management Studio on your machine requires little
resources and a typical machine with 1 gigabyte of RAM would suffice. Your Master
Container is responsible for scheduling jobs and keeping track of all the Workers in the
network. It should ideally run on a powerful machine such as one with a dual-core
processor and 3 gigabytes of RAM. Your Workers are responsible for executing jobs and a
similarly capable machine would be ideal.

2.2 Software Requirements

Operating Systems: Aneka is built on Microsoft .Net Framework 2.0 and is capable of
running on most Windows operating systems. Aneka is certified to run on Windows 2000,
Windows XP, Windows 2003, Windows Vista, Windows 7 and Windows 2008.

ECMA Runtime Environment: Aneka has been designed to run on Microsoft .Net
Framework 2.0 or the Mono Runtime 2.6 or higher. As such, Aneka is also capable of
running on a number of Linux platforms.

Database: It is highly recommended that you use database persistence in a production
environment. Memory persistence can be useful for evaluating and testing purposes when
you need to get a Cloud up and running quickly. Aneka supports Microsoft SQL Server 2005,
Microsoft SQL Server 2008 and MySQL 5.1+ for database persistence.
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3 Installation

This section assumes that you have a copy of the Aneka distribution with you. If you do not
have a copy already, you can download the latest version from Manjrasoft’s Website.

3.1 Installing Aneka Cloud Management Studio

Aneka installation begins with installing Aneka Cloud Management Studio. The Cloud
Management Studio is your portal for creating, configuring and managing Aneka Clouds.
Installing Aneka using the distributed Microsoft Installer Package (MSI) is a quick process
involving three steps as described below.

3.1.1 Step 1 - Run the installer package to start the Setup Wizard

[ 8 Aneka3.0 [ESREERT)

Welcome to the Aneka.3.0 Setup Wizard

T he ingtaller will guide vou thraugh the steps required toinstall Aneka. 3.0 on your cormputer.

WARMIMG: Thiz computer program is protected by copyright lave and international treaties.
IInauthorized duplication ar digtribution of this program, ar any partion of ik, may result in severe civil
ar criminal penalties, and will be prozecuted to the masimum exstent pozzible under the law.

Cancel < Back

b i

Figure 3 - Welcome Page

The Welcome Page is self-explanatory and you can proceed by clicking next.

3.1.2 Step 2 — Specifying the installation folder

In Step 2 you specify the installation folder. By default Aneka is installed in C:\Program
Files\Manjrasoft\Aneka.3.0.


http://manjrasoft.com/manjrasoft_downloads.html
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13 Anekal0 Pa—

Select Installation Folder

The installer will install Aneka. 3.0 to the following folder.

Toinztall in this folder, click "Mext". Taoinztall to a different folder, enter it below or click “'Browse''.

Enlder:
C:AProgram Files [#86]W anjrazofthineka 304 [ Browse. .. ]
||
| DiskCost. |
Install Aneka. 3.0 for yourself, or for anyone who uses this computer:
(71 Evemnone
@ Just me
[ Cancel ] [ < Back ] [ Mext »
Figure 4 - Specifying the installation folder
3.1.3 Step 3 - Confirm and start the installation
[ #3l Aneka3.0 pa— [ e S |
Confirmn Installation L e
The installer iz ready to install Aneka. 3.0 on vour computer.
Click "Mest' ta ztart the installation.
]
Cancel ] [ < Back ] [ Mext »
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Figure 5 - Confirm Installation

At this point you are ready to begin the installation. Click “Next” to start the installation
or “Back” to change your installation folder.

Installing Aneka.3.0

Aneka.3.0 is being installed.

Please wait...

[ Cancel ] | <Back || Mext >

Figure 6 - Installation Progress

2 Aneka.3.0 P [
F —
Installation Complete 3 M -
L ]

Aneka 3.0 has been successfully installed.

! Click "Close" to exit.

Pleaze use Windows Update to check for ary critical updates ta the MET Framework.

Cancel | | < Back | I Cloge I

Figure 7 - Installation Complete
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Once the installation is complete, close the wizard and launch Aneka Management Studio

from the start menu.

E Adobe Reader X
@ Internet Explorer

Accessories
AV Apps
EndMote

, Games

| Google Earth
. Google Talk

. Graphics Apps
, Internet Apps
| iTunes

. Maintenance
. Manjrasoft

m

*ﬁ Aneka Management Studic

.1

* Design Explorer
2= Release Motes
#? Remove Aneka

\/ Docs
. Samples

|/ Tools

Back

Search programs and files

R

Figure 8 - Start Menu
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4 Aneka Cloud Management Studio

The Aneka Cloud Management Studio is your portal for managing your infrastructure and
clouds. It provides facilities for defining your underlying cloud infrastructure and creating
one or more Aneka Clouds on top. It lets you create and manage Aneka user accounts,
monitor the overall performance of your Cloud, obtain detailed reporting information on
resource usage, data transfers, billing and application (job) execution. It also provides
facilities for troubleshooting your deployments by allowing you to access and examine
remote logs.

4.1 Starting up Management Studio

 Aneka Cloud Management Studio Q@E\

File  Wiew  Settings Help

 Repositories
i@ Machine Credentials
+ Installed Machines
€ Uninstalled Machines
I} Access Denied Machines
(=& Containers
= Master Containers
/4 Quarantined Containers
&8 Drphan Containers

= & Aneka Cloud Aneka Cloud
Infrastict
1g8 Infrastructure “welcome to the Aneka Cloud. From the Management Studio you can quickly setup new Computing Clouds spanning over physical and virtual nodes

Local repositiry found 3]
The Management Studio has found a local repositary far
? y inztaling Aneka Deamaons.
2 local repository iz only uzeful when instaling an Aneka
Daemon on the cunent local machine. In order to install Aneka
on remate nodes, pou must expoze the local repositony to remate
machines by praviding the right access credentials.
Do pou wantk to create 5 File Share' repasito far remote
installations?
[If you choose Mo, you can always create one later)
T

Figure 9 - Starting Aneka Cloud Management Studio for the first time.

When Aneka Cloud Management Studio is started up for the first time you’ll be asked to
create a Remote Repository for performing remote installations. Setting up a Remote
Repository requires selecting a suitable repository type and supplying valid credentials
which remote machines can use to connect and download required files. You may however
choose to create this repository at a late time before making remote installations. If no
repository is defined, you will be restricted to making local installations only.
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 Aneka Cloud Management Studio g@@'

File  Wiew  Settings Help

= & Aneka Cloud Aneka Cloud
Infrastiuct
. _n_raHs ;:Z:t’neries ‘welcome to the Aneka Cloud. From the Management Studio you can quickly setup new Computing Clouds spanining over physical and virtual nodes

i@ Machine Credentials
« Installed Machines
€ Uninstalled Machines
I} Access Denied Machines

(=& Containers
= Master Containers
et
&8 Oiphan Containers Add a new repository... 3]
Fepasitary
Name MyFtpRepasitary
Method FTP w | [ Auto Update

Access URL ftpe /128,250 25183/

Access User aneka

Access Password | eeeemes 1

Currently Available Repositonies

Local Repository - 128.250.29.183 - [Local]

Figure 10 - Creating a repository for remote installations

If you choose to create a remote repository at this point, you will be restricted to using
either FTP or Windows File Share. See section 5.3 on Repository Management for more
details.

4.2 Shutting down Aneka Management Studio

When attempting to shut down Aneka Management Studio, you will be given the choice of
saving all configuration data from the current session. It is highly recommended that you
save this information and restore it the next time you start using the Management Studio.

4.2.1 The Configuration File

The configuration file, ManagementStudio.config, contains all information that describes
your infrastructure, your Clouds, the machine credentials, repositories and authentication
keys (see section on installing the Master Container) that you defined when using Aneka
Management Studio. It is recommended that you save this information when you exit
Management Studio so that you can restore it at a later session, and get up-to-speed with
your Cloud management without having to redefine all settings again. Some configuration
information, such as authentication keys, must be maintained safely if you are to add new
Containers to your existing Cloud. Losing an authentication key however, is not
detrimental as you will be able to reconfigure your clouds with a new key.
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Save Configuration X
Do pou want to zave the configuration data from your curent
| ? zezzion?
-
==
[ Yes ] [ Mo ]

Figure 11 - Request to save configuration data when closing Management Studio

The configuration file is always encrypted before being written to disk for security

reasons. When saving configuration data you will be required to specify a password as
show in Figure 12.

Enter Password

t ‘ ‘ Fleaze provide an encryption pazswaord.
-

Password: ||

Apply

| L E]

Figure 12 - Password to encrypt configuration data

When starting up Aneka Management Studio at a later session, you will be given the choice
of restoring your configuration data. If you choose to do so, you must re-enter the same
password you used when saving.

Configuration Found X
The Management Studio haz found configuration data from a
) ? presvious sessian, do pau want ta load it?

Figure 13 - Request to restore configuration data

4.3 Cloud Explorer - Overview

The figure below shows the Cloud Explorer in Aneka Management Studio. The Cloud
Explorer lets you manage your infrastructure (the physical or virtual machines in your
network or Data Centre) and the Aneka Clouds that run on top of this infrastructure. It
provides quick navigation for defining repositories, credentials, viewing the status of the

10



Installation and User Guide

machines in your infrastructure, and the Containers that makeup Aneka Clouds. The
sections below describe the infrastructure and cloud management features in Aneka in
greater detail.

File  Wiew  Settings Help

= @ Aneka Cloud
—|- w8 Infrastructure
Repozitaries
g Machine Credentials
s Installed Machines
€) Uninstalled Machines
W) Access Denied Machines
=8 Containers
— Master Containers
/0y Quarantined Containers
&@ Urphan Containers

Figure 14 - Cloud Explorer

11
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5 Infrastructure Management

Your infrastructure is composed of the physical and virtual machines in your Local Area
Network or Data Centre. Before creating an Aneka Cloud you must define your
infrastructure for hosting the Cloud. The Aneka Cloud Management Studio provides
facilities for defining and managing your infrastructure.

5.1 Adding a new Machine

File | ¥iew  Settings  Tools  Help
|=¥ #dd Machine ...

Impork Machine List ...

Export Machine List ...

Exit

Figure 15 - Adding a Machine

The simplest way to represent your infrastructure in Management Studio is to add each
machine individually. You do this by selecting the Add Machine option in the File menu.
This approach is simple enough if you have a few machines but can be cumbersome when
dealing with a large network or Data Centre. You may alternatively create and import a
machine list file as described below.

5.2 Importing and Exporting Machine Lists

A machine list file provides a convenient way to import a number of machines that define
your infrastructure. Each machine is represented by a single line in the file in the
following form:

Machine [IP Address or Name] |Aneka Daemon Port|Platform|Label

Figure 16 below shows a sample machine list file, all of which are Windows platforms
(currently the only supported platform by the Aneka Management Studio) and labelled
according to their location in the network. You may choose to use any label you wish to
describe your machines in a meaningful way. The ports refer to the Aneka Daemon port
(whether a daemon has been installed or not). Once you have created your machine list
file you can import it by selecting Import Machine List from the File menu. You may also
make changes to your infrastructure by adding more machines or removing existing ones in
Management Studio, and export a new machine list file for later use.

12



€ emacs@400W-15958

Fil=  Edit

Figure 16 - A sample Machine List file

fzs.z50.
125.250.
125.250.
125.250.
125.250.
125.250.
125.250.
125.250.
125.250.
128.250.
128.250.
128.250.
128.250.
128.250.
128.250.
128.250.
128.250.
128.250.
128.250.
128.250.
128.250.
128.250.
128.250.
128.250.
128.250.
128.250.
128.250.
128.250.
128.250.
128.250.

Cptions  Buffers  Tools Help

Z9
28
28
28
28
28
28
28
28
28
Z2
28
28
28
28
28
28
Z2
28
28
Z2
Z2
Z2
28
28
28
28
28
28
28

5.3 Repository Management

.30|9000| Win32 | Room 5.35
.174|9000| Win3z | Lab
.175|9000| Win3Z | Lab
.176|9000| Win3Z | Lab
.177|9000| Win3z | Lab
.178|9000| Win3z | Lab
.179]|9000| Win3z | Lab
.180| 9000 | Win3z | Lab
.181|9000| Win3Z | Lab
.101|9000| Win3Z | Lak
.102 | 9000 | Win3Z | Lak
.103 | 9000 | Win3Z | Lak
.104|9000| Win3Z | Lak
.105|9000| Win3z | Lak
.106]|9000| Win3Z | Lak
.107| 9000 | Win3z | Lak
.108| 9000 | Win3z | Lak
.109| 9000 | Win3Z | Lak
.110]| 9000 | Win3Z | Lak
.111|9000| Win3Z | Lak
.112|9000| Win3Z | Lak
.113|9000| Win3Z | Lak
.114|9000| Win3Z | Lak
.115|9000| Win3Z | Lak
.116]|9000| Win3Z | Lak
.117|9000| Win3Z | Lak
.115| 9000 | Win3Z | Lak
.119|9000| Win3Z | Lak
.120| 9000 | Win3Z | Lak
.121|9000| Win3Z | Lak

217
217
217
217
217
217
217
217
211
211
211
211
211
211
211
211
211
211
211
211
211
211
211
211
211
211
211
211
211
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An Aneka Repository is a location containing all required binaries for installing Aneka
Daemons and Containers. When the Aneka Daemon is installed on a machine, the binaries
for both the Daemon and the Container are downloaded from the selected repository to a
local repository folder in the target machine and installed from there.

When the Aneka Management Studio is installed on a machine for the first time, a Local
Repository is created by default. The local repository is not accessible over the network
and can only be used to perform local installations. That is, for installing the Aneka Damon
and Containers on the same machine in which the Management Studio is installed.

13
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'ﬁ Aneka Cloud Management Studio Q@f@

File  Wew  Settings Help

= & Aneka Cloud

s+~  Bepositories
-8 Infrastructure =

Thig wiew shows all the repositories available for the Aneka Cloud.

:_: HEDD_S“D”ES . Repositories are important components of the system, since they provide a remote storage for installing all the
i@ Machine Credentials companents of Aneka.
-, Installed Machines
€3 Uninstalled Machines _ Local
) 4ccess Denied Machines p—
(=4 Containers =
= Master Containers
4 Quarantined Cantainers He::_nggfolry _
&3 Orphan Containers 128.250.29.18
3
File
File Share
Reposzitory - ...

Figure 17 - List of Aneka Repositories for installing Aneka Daemons and Containers

As illustrated in Figure 9 in the previous section, when the Management Studio is started
for the first time you are given the opportunity to create a Remote Repository for
performing remote installations. If you chose No you may create one now if you intend to
install Aneka on remote machines.

Creating a new repository is easy and can be done by selecting Add from the context menu
for Repositories. The figure below shows the dialog for adding a new repository. The Name
field refers to what you would like to call your new repository. Method refers to the mode
of access to your repository. The three supported methods include Local, Windows File
Share, and FTP. The Access URL refers the location of your repository. In the case of a
Local Repository, this would typically refer to Repository folder in your Aneka installation
directory. In the case of a Windows File Share Repository the URL must be a network
accessible path, in the following form:

Format \\<host>\<drive letter>$\<path>

Example \\marg\C$\Aneka\Repository

In the case of an FTP repository, the URL is the path to a repository folder in the FTP
server. Depending on the Method you may also be required to specify a valid access
credential that remote machines can use to connect and download the required binaries.

14
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Add a new repository... 5]

R epozitary
M ame File Share - Marg
F = M ethod Windows File Share w | [ Auto Update
Accesz URL SamarghCEWProgram Files\Manjrazofthbnek a 2 DA R untimeh R eposi
Access Ueer gridadm
Access Paggword | q

[SLS]

Currently &vailable Bepositanes

Local Repository - 128 26029183 - [Local]
File Share Repository - 128.260.23.183 - [File]

Ok ] [ Cancel

Figure 18 - Creating a new File Share Repository

NOTE: We discourage the use of a Windows File Share Repository when
installing Aneka on a large number of nodes. Remote machines connect
to the Windows File Share Repository using an IPCS session. As Windows
limits the number of concurrent IPCS sessions, connections from some
of the remote machines may fail. You may alternatively install Aneka on
the remote machines in smaller batches depending on the limit set on
your Windows machine hosting the repository. We recommend however,
that you use an FTP repository which poses no such limitations.

When you accept your repository settings by pressing Ok, the Management Studio will
begin preparing your Remote Repository. This involves copying the binaries from your local
repository in the installation folder to the remote location. This may take a few minutes.

5.4 Machine Credentials

The Windows Machine Credentials are the credentials you use to access and manage your
remote machines. These include activities such as installing the Aneka Daemon on remote
machines, and starting, stopping and uninstalling the Daemon service. These credentials
must thus have administrative privileges on the target machine.

When you start up Management Studio for the first time, there will be no credentials
defined for you by default. Before you starting managing your infrastructure you must
define one or more credentials. To create a new credential select Add from the context
menu for Machine Credentials. This will bring up a dialog requesting the user name and
password for the credential as show in Figure 20.
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& Aneka Cloud Management Studio

File  Wew  Settings Help

= Q Aneka Cloud Credentials

=-ga Tra;i:z:{;ies % Thiz wiew shows all the uzer crgdentials that are maintained by thg M anagement Stu}:lio.These credgntials are uzed to
e _ : connect ta the managed machines and are mapped to the operating spstem credentialz of the machines.
& Machine Credentials You can add new credentials, remove or modifying existing ones.

-, Installed Machines

€3 Uninstalled Machines a
) 4ccess Denied Machines

(=4 Containers kadiwnimelb

= Master Containers
4 Quarantined Cantainers
&8 Orphan Containers

Figure 19 - A list of Machine Credentials

Machine Access Credentials X

Y Pleaze enter the credentials [username/pazsword]

t ‘ that are required to access the zelected machine(z).

Ilzer | |

Pazzward | |

I Ok ] ’ Cancel ]

Figure 20 - Creating a new credential

As noted earlier, the user account must have administrative rights to the target machine,
and can either be a local machine account or a domain account. When specifying a domain
account you must also prefix the domain name to the user name, for example:
mydomain\anekaadmin.
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5.5 Access Denied Machines

£ Aneka Cloud Management Studio

Installation and User Guide

File  Wiew  Settings Tools Help

2 & Aneka Cloud
[=-ga Infrastucture
 FRepositories
i Machine Credentials
+, Installed Machines
€ Uninstalled Machines
B} fccess Denied Machines
=% Containers
(== Master Containers

A, Quarantined Containers
&8 Orphan Containers

|

£% top:/A128.250.29.183:90304

| »

problem.

Access Denied and Other
g Thiis wiew shows all the machines that cannot be reached, for which we there have been set invalid credentials, or that have other problems.
“fou can right click on each machine to have a better insight on the status of the machine and the operations that can performed to salve the

Default

g 126,250.29.183

Lab 211

l,,% Properties

Figure 21 - Access Denied Machines

When you add or import a list of machines for the first time, they will be listed under
Access Denied Machines as shown above. This is because the Management Studio does not
know what credentials to use to connect to the remote machines. In order to associate a
Machine Credential, select all relevant machines and then select Link Credentials from

the context menu. This pops up a dialog allowing you to select one of the credentials that
you defined earlier, or create a new one if required as shown below.

Select Access User Account

Co

Chooze existing ar create new credentials.

Credentials

. Mew Credentials...

Figure 22 - Selecting a Credential
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Lab 211

12825022 12825028, 12826022 ..

Figure 23 - Network Not Accessible

Note that after linking credentials you may occasionally encounter situations where a
machine is still not accessible via the network, either because there is a problem with the
network or the machine is down. Figure 23 shows a list of machines that are not
accessible. In these situations there is no choice but manually troubleshoot the problem
outside Management Studio.

5.6 Uninstalled Machines

An Uninstalled Machine is one which has no Aneka Daemon running. This implies that
either Aneka was never installed on the machine or a previous installation was removed.
The figure below shows a list of Uninstalled Machines after having linked a valid Machine
Credential. It is important to realize that the Management Studio can only determine the
status of a machine after linking to a valid credential. To install Aneka Daemons on
Uninstalled Machines see section below on Installing the Aneka Daemon.

& Ancka Cloud Management Studio

File  Wiew  Settings Help
= & Aneka Cloud

Installed Machines

= Infrastrch L . .
k. i[aHS THe Lft'e_ —-rl Thiz view shows all the machines where the Aneka Daemon has been installed.
B nepostones The machines with the blu screen idertify an active Aneka Daemon, while machines with a black screen identify nodes there
i@ Machine Credentials the Aneka Daemon service haz been stopped.
Installed Machines
~
€3 Uninstalled Machines _ Default
) Access Denied Machines
=8 Containers 6 128.250.23.183
= Master Containers

b Quarantined Containers
&8 Orphan Containers Lab 211

6 12825028101 6 128.250.28.103 6 128.250.28.104
6 128.250.28.105 6 128.250.28.106 6 128.250.28.107
6 12825028111 6 128.250.28.115 6 128.250.28116
6 128.250.28118

Figure 24 - Uninstalled Machines
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5.7 Installed Machines

An Installed Machine is one which has an instance of the Aneka Daemon running. An
Installed Machine may also have one or more Container instances running. You may
perform a number of different activities on an Installed Machine such as starting and
stopping the Aneka Daemon service, installing a Container, updating the binaries, viewing

the machine’s properties, or uninstalling the Aneka Daemon (and Containers) from the
machine.

Once you have a collection on Installed Machines at your disposal, you are ready to create
your Aneka Cloud.

& Aneka Cloud Management Studio |Z||E|fz|

File  Wiew  Settings  Help

= & Aneka Cloud Installed Machines
Infrastructure -
=-es & F o j‘ This view shows all the machines where the Aneka Daermon has been installed.
I nepostons The machines with the blu screen identify an active Aneka Daeman, while machines with a black screen identify nodes there
i& Machine Credentials the &neka Daemon service has been stopped.
~, Installed Machines

€) Uninstalled Machines _ Default
) Access Denied Machines
=8 Containers B 128.250.29.183
= Master Containers
/& Quarantined Containers
@ Orphan Containers Lab 211
B 128.280.28.1M B 12825028102 B 12825028104
1
B 128.280.28.105 ! [128.250. 2 g Tp—— 25028107
B 12825028111 B 123.250.29 N 250.28.116
Uninstall
g 128.250.28118 Install Container
L Stop
Restart
Force Update
| Properties

Figure 25 - Installed Machines
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6 Installing the Aneka Daemon

The previous sections looked at the process of defining your infrastructure for creating
Aneka Clouds. We looked at adding and importing machines, creating Aneka Repositories
and Machine Credentials for performing remote installations, and the various states your
machines can be in (Access Denied, Uninstalled, Installed).

This section will introduce you to the process of installing Aneka Daemons, the
prerequisite for creating Aneka Clouds. The Aneka Daemon is responsible for managing
Aneka Containers that make up your cloud. This includes installing new Containers,
starting, stopping and uninstalling Containers. Aneka Daemons provide the underlying
management infrastructure for Aneka Clouds. In order to install the Aneka Daemon, select
the list of Uninstalled Machines that you wish to install the Daemon on, and then select
Install from the context menu as shown in the figure below. This brings up the Aneka
Daemon Installation Wizard as shown in the Figure 27.

ﬁ Aneka Cloud Management Studio E@@

File  Wiew  Settings  Help

= & fneka Cloud Aneka Cloud
Infrastructure
= ‘welcome to the Aneka Cloud. From the Management Studio you can quickly setup new Computing Clouds spanning over physical

= Repositories 2
am X R and wirtual nodes.
i& Machine Credentials

« Installed Machines
€) Urinstalled Machines __Default
) Access Denied Machines

= Cortainers P_lm—
= Master Containers Link. Credentials

b Quarantined Containers
@ Orphan Containers La| « Instal |

,) Properties

Figure 26 - Installing the Aneka Daemon on a group of machines

6.1 Step 1 - Repository and Port Configuration

The Wizard will automatically probe all selected machines on start up to find if the
default port, 9000, is free. If the port in any one of the machines is not free, as a result of
being used by another program, you must either ensure that it becomes free, or change
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the port number for the Aneka Daemon. If you wish to verify whether your new port is free
on all target machines, press the Probe button again.

After selecting a valid port, you must select a suitable repository to install the Daemon
from. As mentioned previously, a Local Repository is only valid for performing local
installations. When performing remote installations you must select one of the valid File
Share Repositories you defined earlier. If all settings are correct you may now click Next
to view a summary of the installation. If either your port or repository selection is
incorrect the Wizard will inform you of this and prevent you from proceeding to the next
step.

Aneka Mode Configuration Wizard - [Multiple Host Setup]

Installing the Aneka D eamon

The Aneka Daemon constitukes the infrastructure support for managing a remote node in the Aneka Cloud. It provides
the basic management capabiliies of Aneka Containers which host the esecution of applications.

Aneka Daemon Diaemon

Harme Directary | |
- Hoszt Part G Stop | | <Al Hosts: ~

o | Ut tep /[l 3000/ daemon |

|'\:,'F'n:|bing.... |

Select Repozitary

R el I (=CMIF il S hare Fepository - 128.250.29.183 - [File w

Url: w4128, 250.29.1835\C$\Program Files\Manjrasofthaneka 2. 0Runtime R eposzitary

Figure 27 - Aneka Daemon Installation Wizard

6.2 Step 2 - Review Summary and Install

Figure 28 shows a summary of the settings prior to installing the Daemon. If you are
satisfied with the installation settings you may start the installation by pressing Finish. To
change the installation settings press Previous.

When you press Finish the Wizard will begin installing the Aneka Daemon on all of the
selected machines. This process might take a few minutes depending on the number of
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machines selected. When the Daemons are installed on the target machines they are
automatically started up as shown in Figure 29. You might occasionally notice some of the
machines being marked with a warning icon. This is because the Management Studio is
unable to determine the status of the Aneka Daemon on those machines, the most
common reason being that the Daemon service might have not finished starting up. Select
Refresh in the View menu after completing the installation in order to see the proper
status as shown in the figures below.

Aneka Node Configuration Wizard - [Multiple Host Setup]

Aneka Daemon

Complete Installation

Complete Installaton
n You have completed the configuration settings of the node. Please review your configuration before pressing the Finish
button and start the inztallation.

Review Your Configuration

You have completed the configuration ofthe node. In this page vou can
review all the parameter settings selected far yoaur components.
Once you have reviewed the configuration please stan Finish to start the

[ installation or Cancel to stop the operation.
Generate HTML
§% Settings
= =l Daemen
=i = General
== |nztallation Path C:\Program FilesiM anjrazofthineka...
== Host
== Part 3000
== U top: /4 9000/ daeman
= E51 Repositomy
== LRL w128 250.23.183\CFProgram File....
== Autollpdate Mo
== piethod File
== lger unimelb'k.ad
== Pagzword
’ LCancel ] [Erevious l

Figure 28 - A summary of the Aneka Daemon installation settings
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+- Aneka Cloud Management Studio
File  Yiew Settngs  Help

= & Aneka Cloud

- Infrastructure

= PRepositories

i Machine Credentials

~, Installed Machines

€) Uninstalled Machines
B} Access Denied Machines
=8 Containers

= Master Containers

by, Quarantined Containers
&% Orphan Containers

Access Denied and Other
g This view shows all the machines that cannot be reached, for which we there have been set invalid credentials, or that have other problems.
‘fou can right click on each machine to have a better insight on the status of the machine and the operations that can performed to solve the

problem.

Aneka 3.0 Installation and User Guide

Default

! 128.250.2.183

Lab 211

Aneka Service Control
Q ! Install &neka Daemon
g] 1 In Progress...
.

B.2560.28104

p.280.28107

p.250.28116

Figure 29 - Installation progress of the Aneka Daemon on the selected machines

# Aneka Cloud Management Studio

File | Vies Settings  Help
|

Large Icons
Small Icons
Lisk
Tile

Access Denied and Other
g This wigw shows all the machines that cannot be reached, for which we there have been set invalid credentials, or that have other problems.
“r'ou can right click on each machine to have a better insight on the status of the machine and the operations that can performed to solve the

problem.

Refresh

ines

Cartainers

= Master Containers

/4, Quarantined Containers
Orphan Containers

Default

! 126,250.29.183

Lab 211

guazsnzam
Q 12825028118

g 128.250.28115

ﬂ 12825028116

Figure 30 - Refreshing the status of the machines after installation

23



Installation and User Guide

Aneka Cloud Management Studio

File  View  Settings Help

= & Aneka Cloud
(=g Infrastructure
~ Repositonies
i Machine Credentials

g Access Denied and Other

Thiz wigw shows all the machines that cannot be reached. for which we there have been set invalid credentials, or that have ather problems.
“f'ou can right click on each machine to have a better insight on the status of the machine and the operations that can performed to solve the

« Installed Machines protlem.
€ Uninstalled Machines _ Default
&} “ccess Denied Machines
(=) kg Containers g 120.250.29.183
= Master Containers

/& Quarantined Cantainers
& Orphan Containers Lab 211

Figure 31 - Installed Machines with the Aneka Daemon running
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7 Creating an Aneka Cloud

Once you have the Aneka Daemon running on all selected machines you are now ready to
create an Aneka Cloud. As described earlier, an Aneka Cloud is composed of a Master
Container and group of Worker Containers. All Workers are registered to the Master,
which acts as a gateway to the Cloud. End-users submit their applications, composed of a
number of jobs, to the Master which in turn schedules them to Workers.

To begin creating your cloud, you must first decide on the machine that will host the
Master Container. ldeally, this must be a machine capable of processing requests from a
number of clients while also managing a large number of Workers. The capability of this
machine will of course depend on the size of your cloud and the expected usage. To install
the Master Container, select Install Container from the context menu on the selected
machine, as show in the figure below. This brings up the Container installation Wizard.

'@ Aneka Cloud Management Studio g@@

File  VWiew  Settings  Help
= 3 Aneka Cloud Installed Machines

Infrastructure
= =R o This view shows all the machines where the Aneka Dasmon has been installed.
. Eposiangs : The machings with the blu screen identify an active Aneka Daemon, while machines with a black screen identify nodes there the
& Machine Credentials Aneka Daemon zervice hag been stopped.
+, Installed Machines
€3 Uninstalled Machines _ Default

4§

B} Access Denied Machines

(=8 Containers
= Master Containers Link Credentials
/& Quarantined Containers R —
w@ Orphan Containers

Uninstall

Install Container

C | C O B B
1282500 B Stop o 128280028, 128.250.28.... 128.250.28.... 128.250.28.... 128.250.28...
Reskart

Force Update

1 28.5 [#1| Properties

Figure 32 - Installing the Master Container on the Master Node

7.1 Installing the Master Container

7.1.1 Step 1 - Container Type and Port Configuration

The Wizard will automatically probe the default Container port, 9090, on start up in order
to verify that it is free. If the port is not free, as a result of being used by another
program, you must either ensure that it becomes free, or assign a new port number for
the Container. If you wish to verify whether your new port is free, press the Probe button
again. Make sure that the selected Container Type is Master and click Next to proceed.
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a2 Aneka Node Configuration Wizard - [Single Host Setup: 128.250.26.193] =REC X

Configure the Aneka Container
In this page you can configure the basic properties of the container such as the service port and whether to install a
master or a slave container.

Aneka Container Container End Point

| Uiz tcp://128.250.26.193:3090/ Ancka |

‘ &’ The port seems to be free. ‘

Container Type

Select:  Master -

The master node is the primany entry paint to the Anelka Cloud. |t
hosts the scheduling engine and keeps track of all resources and
applications running on the Cloud. Without a master node it is not
possible to setup an Aneka Cloud.

Meadt

Figure 33 - The Container Installation Wizard for installing the Master

NOTE: If the port is being occupied by an existing Container on the
target machine, the Wizard will notify you of its existence and ask if
you want to reconfigure it. If your intention is to install a new
container, you must change the Container port. On the other hand, if
you intend to reconfigure the existing Container you may proceed.
To reiterate, the Container Installation Wizard can either be used to
install a new Container or reconfigure an existing Container.

7.1.2 Step 2 — Security Configuration

This step helps you setup security for your cloud. It is highly recommended that you
enable security in a production environment. For testing or evaluation purposes however,
you may choose to disable security. Enabling secure communication ensures that all users
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are required to supply a valid user name and password to use the Aneka Cloud. It also
ensures that the Master and Workers authenticate each other and all traffic exchanged
between them is encrypted. In order to create Aneka user accounts see section below on
creating Aneka users.

'3 N
a2 Aneka Node Configuration Wizard - [Single Host Setup: 128.250.26.193] o | B [
Secunty
n Selects the authentication mode you want to use for managing users.
#1 |
Aneka Container Security Infrastructure
. W icati

_Ee Enable secure communication
Corfigures an Aneka managed user system. When this mode is m
selected, the Aneka container will authenticate/authonse the users’ =
requests against the Aneka managed users, groups, and permissions - “
and secures all communication with a secret key that is shared among ——

all Aneka nodes in the same Cloud.

MOTE: You must store the Secret Key safely. This key must be used
when configuring your Worker nodes so that they can authenticate
comectly when connecting to the cument Master. You may altematively
add the key to the Management Studio’s temporary Key Store.

Secret Key:  bL4GekINOJoUmt+mC1/BqaMIcYq2haCl+UsaEGMWCRY /2 Generate ] l:ﬂ:]

Key Store: NS

it The key is valid. |

[ Cancel ] ’Ere'uious ][ Mext

Figure 34 - Configuring security for your cloud

The Secret Key is a shared security key between the Master and Worker Containers for
authentication and encryption. It is mandatory that you generate a key if you enable
secure communication. It is also recommended that you add this key to the Key Store with
a friendly name, as you will need it later when configuring a Worker Container. The Key
Store is written to the Management Studio’s configuration file and is restored during later
sessions. (See The Configuration File discussed previously). Click Next to proceed.

7.1.3 Step 3 — Persistence Configuration

An Aneka Cloud maintains data for different purposes including user management,
application and job management, resource management, accounting, billing and
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monitoring to name a few. This step lets you setup the persistence requirements for your
cloud.

There are two Persistence Modes available to choose from, Relational Database and
Memory. It is highly recommended that you choose Relational Database for production
environments. Memory persistence is typically useful for testing or evaluation purposes,

and will store all data in volatile memory which will be lost when the Container restarts or
crashes.

Aneka Node Configuration Wizard - [Single Host Setup: 128.250.29.183]

Perzistence
W I thiz zection you can configure the persistence settings for Anek.a. You can choose in memany persiztence or RDEMS.
1 || |

Aneka Container Persistence

— Secuity Persistence Mode: R elational Databaze w

- Perzistence Aneka will store all spstem and application data on the selected RDBMS. The p .| '
information will be maintained by the RDBMS and will not be lazt when Aneka iz = ¥

shutdown. This mode iz highly recormmended when deploying dneka in
production enviranments,

Canfigure D atabaze

Storage Provider: Spztem. D ata.S glClient w g
4
Connection String; | ;
-
[ Customize. .. l [ Test ]
[ LCancel ] [ Previous ] [ Mext ]

Figure 35 - Setting up persistence for the Aneka Cloud

Selecting Memory persistence requires no further configuration. Selecting Relational
Database requires that you select one of the two supported Storage Providers. Aneka
currently supports SQL Server 2005/2008 and MySQL 5.1 or greater. You must next
configure the Connection String. Pressing Customize brings up the Connection String
configuration dialog as shown in the figure below.

This configuration dialog differs depending on whether you select System.Data.SqlClient
or MySql.Data.MySqlClient as your data provider. If you select System.Data.SqlClient
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provider for SQL Server 2005/2008 database, you are required to provide, at the least, the
User ID, Password, Data Source, and Initial Catalog. If you select MySql.Data.MySqlClient
provider for MySQL databases you are required to provide, at the least, the User Id,
Password, Database and Server. Once you have setup the connection string, you can test it
by clicking the Test button. If a successful connection can be made to the database server
you can proceed by clicking Ok.

Configure your connection... E]

o2}
M ax Pool Size 100 -
Min Pool Size 1]
Poaling True
E Replication
Replization Falze
E Securty
Enciypt Falze
Integrated S ecurity Falze
Faszword TTII T
Perzizt 5ecurity Info Falze
TruztServerCertificate Falze
zer D admin
E Source
AttachDbFilename
Context Connection Falze
Data Source 400W-15958\SOLEXPRESS
Failover Partner
Initial Catalog Aneka
Izer Instance Falze
Lv
Password
Indicates the paszword to be used when connecting to the data zource.
Showdll | Test || ok

Figure 36 - Connection String configuration dialog

NOTE: If the database store for Aneka was setup during a previous
installation, you are still required to specify the provider and
connection string. However, the installation Wizard will not create a
new store. If you wish to re-create the new store you must drop all
tables and stored procedures in your database by running the
CleanStore.sql script found in the \Misc\Data folder in your Aneka
installation.
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7.1.4 Step 4 — Cost and Software Appliances

You have now completed the basic settings for installing the Container. To review the
installation settings and proceed with installing the Container, click on the link “here” as
shown in Figure 37. For advance configuration, continue reading.

Aneka Node Configuration Wizard - [Single Host Setup: 128.250.29.183]

Advanced Configuration Settngs
l || I thiz page you can set up the settings that further customize the container, such az the name of the ingtance, its cost

per howr, and the inztalled zoftware appliances.

Aneka Container o . .
The basic installation of the container has been completed!
— Security
Click here to review the installation settings and start the installation, or
— Perzsistence continue and configure the advanced properties of the Container.
— Advanced

Container Properties

Instance Mame: |:| Jze [P az Mame
N Coazt (UnitHour): I:l

Software Appliances

Saftware appliahces currently configured

Mame Wendor Yerzion

Pe f RayTracer Pty Lid.

Details
Hame: |F'DV-F|a_I,I | | add |
Yendaor: |F'ersistence of Yigion RayTracer Py, Ltd, | | update |

Wersion: | 3 $|| 1 $|

[ LCancel ] [Eleviuus H Mext ]

Figure 37 - Cost and Software Appliances

This step lets you configure additional container properties such as the Instance Name and
Cost. The Instance Name refers to the name of the Container. You make choose to leave
the Use IP as Name option checked by default if you would like to use the IP address and
port number of the Container as its name, or uncheck to specify a different name. The
Cost is an integral value stated in units per hour and is used to specify the billing cost for
executing a job. This property only makes sense for Worker Containers running Execution
Services. A job that runs for 30 minutes on a Worker Container for example, will be billed
at half the specified cost. The aggregated cost of running all jobs across all the Worker
Containers in the Cloud for a given application is thus the total cost of executing that
application. End-users can be billed accordingly by converting this cost into a meaningful
currency value.
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Software Appliances are applications that must exist on the Worker node for a job to
execute successfully. This can include software such as the Java Runtime Environment
(JRE) or rendering engines such as POV-Ray and Maya. Users submitting Jobs to Aneka can
state any application requirements for their jobs to execute successfully. The Scheduler

will then dispatch these jobs to those Worker nodes that have the required Software
Appliance.

Software Appliances are therefore typically setup when installing Worker Containers that
run Execution Services. To add a Software Appliance to a Container you must specify the
Name, Vendor and Version as shown in Figure 37, and click on the Add button. Note that

the same values must be specified when submitting an application with special software
requirements.

7.1.5 Step 5 - Failover Configuration

Aneka Mode Configuration Wizard - [Single Host Setup: 128.250.29.183]

Failover
g Advanced zethings for node type including double master to support failover and software configuration

Lineka Container Failover 5upport
- Security Enable Failover E
= [Femsience Bl besen top.#/128.250.29.183. 9090 neka
- Advanced
Backup Master: bop: 441 28, 260,29, 30:9090/ 4nek d
- Failover

The wizard will enable double master facility to deploy the Aneka master
cantainer. The given primary master will be the master always minning.
the secandary master iz the back up master that will be activated when
the primary master falls.

[ LCancel ] [ Previous ][ Mext

Figure 38 - Failover configuration
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A failover system increases the availability of your Aneka Cloud. This step lets you
configure your cloud for failover by specifying a Primary and Backup Master. In the event
the Primary Master Container should fail, the Backup Master will take control of the cloud
so that it could continue to function. In order to enable the failover system you must have
multicasting working on your network. When installing the Backup Master Container, you
must specify the same URIs for Primary Master and Backup Master as shown in the figure.

7.1.6 Step 6 — Service Configuration

Aneka Node Configuration Wizard - [Single Host Setup: 128.250.29.183]

Advanced Services Conhgurabon
m Here you can zelect the set of services that you want to activate on the Aneka container.
-

R

Aneka Container Bervices
— Security FezourcePravizsioningS ervice \'3 -
T askS cheduler \:}:3
- Bedtemes ThreadScheduler 3':
M apReduceScheduler =
— Advanced StorageService
LoggingService v
- Failover
- Services Service Configuration
Service Mame: RezourceProvisioningService
Settings:
Option Hone
E Misc

IsM asterService

[ LCancel ] [Erevinus H Mext ]

Figure 39 - Service Configuration

This step allows you to select the list of services you wish to host on the Master Container.
You may leave the default selection intact for the most common service configuration for
the Master Container. This includes the following list of services:

- ResourceProvisioningService
- TaskScheduler
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ThreadScheduler
MapReduceScheduler
StorageService
LoggingService
ReportingService
MonitoringService

To configure the properties of each to the listed services, select the service and then edit
the properties in the property box below. For a more detailed description of each of these
services and properties, see Appendix A on Service Configuration. You may also choose to
install the corresponding Execution Services for each of the scheduling services listed
above. This is not a suggested practice, as this will increase the computation load of the

Master Container

leading to a performance bottleneck in the system. You may however

install these services for testing and evaluation purposes.

7.1.7 Step 7 - Summary

Aneka Node Configuration Wizard - [Single Host Setup: 128.250.29.183]

Aneka Container
— Security

— Persistence
- Advanced

— Faillover

— Services

Complete Inztallation

Complete Installaton
n rou have completed the configuration sethings of the node. Please review your configuration before pressing the Finish
button and start the installation.

Review Your Configuration
You have completed the configuration of the node. Inthis page you can
reviews all the parametar settings selected faryour components.
. Cnce you have reviewed the configuration please start Finish to start the
1 installation or Cancel to stop the operation.
Generate HTML
%2 Settings
= Y Contairer ”
=i = General
= |l Basic
== Type M asher
== |nstance Mame 128.250.29.183-9030
== Service Port 9040
== |k top: 44128, 250,.29.183:9090 /4 nek.a
sl Advanced
25 Security [Aneka Managed Security]
=5 Persistence [Databaze]
== Provider Mame System.Data. SqlClient
== Parameter Marker e
== Connection Sting Data Source=4000/-15958450L... “

[ LCancel ] [Eleviuus ]

Figure 40 - Summary of the installation settings
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The final step of the Wizard presents a summary of the installation settings. Browse
through the settings to ensure that everything is correct. In order to change any of the
settings click Previous until you reach the corresponding step of the Wizard. To start
installing the Container click Finish.

“& Aneka Cloud Management Studio [E=R =)
File View Settings Tools Help LicenseName
=& Aneka Cloud Master Containers
= Infrastruct:
- mR'” ”n’e ] This view shows all the Master Container cortrolled by the Management Studio
i [T nepostones You can select one or more cortainers, recorfigure them, see the available services and start or stop the containers.
i3, Machine Credentials
| Ehx Installed Machines
LOE pre
i Ll 128.250.26.193 H-—a tep://128.250.26.193:9090/An
€ Uninstalled Machines Hy
: ') Access Denied Machines

=)l Containers
B & \ster Containers |
i 8% top://128.250.26.193:90!
: Provisione d Cortainers
{48 Quarantined Containers
i g4 Orphan Containers

Figure 41 - The installed Master Container

To view the installed Master Container, click on Master Containers in the Cloud Explorer.
The figure above shows the installed Master Container up and running. Now that you have
the Master Container ready, you can proceed to setting up your Workers.

7.2 Installing Worker Containers

The process of installing Worker Containers is similar to that of installing the Master.
Select the list of machines that you wish to install Workers on, and then select Install
Container from the context menu as shown in the figure below.

7.2.1 Step 1 - Container Type and Port

Selecting Install Container on the chosen machines brings up the Container Installation
Wizard. This Wizard will begin by automatically probing the default Container port, 9090,
on all the selected hosts in order to verify that the port is free. If the port is not free, as a
result of being used by another program, you must either ensure that it becomes free, or
assign a new port number for the Containers. If you wish to verify whether your new port
is free, press the Probe button again.

NOTE: If the port is being occupied by an existing Container on the
target machine, the Wizard will notify you of its existence and ask if
you want to reconfigure it. If your intention is to install a new
container, you must change the Container port. On the other hand, if
you intend to reconfigure the existing Container you may proceed.
To reiterate, the Container Installation Wizard can either be used to
install a new Container or reconfigure an existing Container.
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F Aneka Cloud Management Studio

File  Wiew  Settings Tools Help

= @ ArekaCloud Installed Machines
Infrastruct -
5% iraHs | utra This wiew shows all the machines where the Aneka Daemon has been installed.
e EROSHANES . The machines with the blu screen identify an active Aneka Dasmaon, while machines with a black screen identify nodes there the
i@ Machine Credentials Aneka Daemon service has been stopped.
«, Installed Machines

€ Uninstalled Machines _ Default.
B} Access Denied Machines
=% Lontainers M 128.750,29.183
- Master Containers

£% top/A128.250.29.183 9090/ 4nek a
& Quarantined Containers Lab 211
& Orphan Containers

Link Credentials

Urinstall

Install Container

B Stop
Restart

Force Update

l;)] Properties

Figure 42 - Installing Worker Containers

Aneka Mode Configuration Wizard - [Multiple Host Setup]

Configure the Anek a Contaner

In thiz page yau can configure the baszic properties of the container such as the service port and whether b install a
master or a slave container.

Areka Container Container End Point

Fot | 9090 %| [@  Probe | |<&lHosts> v |

| Utk tep:/[host]-3090/4neka |

‘ & The port seems to be free. |

Container Type

Select: |W'Drker w .

The Aneka Cloud iz compozed of collection of wWorker nodes that
connhect to a Master node. Warker nodes host services that can
execute your jobs, in all the supported distibuted progranming
models. ~

Feference Master [host: port]: |128.25EI.29.183 | | 9030 = | @ Probe

Select Available b aster: |tCDI.-".-"1 28 2502318393090 meka w | [ Select ]

i The container iz active. |

LCancel

Figure 43 - The Container Installation Wizard for installing Workers
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Ensure that the selected Container Type is Worker. Next select from one of the available
Masters, or manually enter the host IP and port number of the Master. Probe the
Reference Master you just entered in order to verify that it is up and running. Click Next
to proceed.

7.2.2 Step 2 — Security Configuration

If you chose to disable security when configuring the Master Container, you must also
disable security for your Workers. However, it is highly recommended that you enable
security in a production environment. This ensures that the Master and Workers
authenticate each other and all traffic exchanged between them is encrypted.

To setup security for your Workers, you must either type in the same Secret Key that you
used for your Master or select the same key from the Key Store. Click Next to proceed.

Aneka Node Configuration Wizard - [Multiple Host Setup]

Securily
n Selects the authentication mode you want o uze for managing users.

#] i
Aneka Container Secunity [nfrastructure

. Enable secure communication
— Securty

Configures an Aneka managed user system. ‘When this mode is ﬂ
zelected, the Aneka container will authenticateauthorize the uzers' =
requests against the Aneka managed uszers, groups, and permizsions - u
and gecures all communication with a secret key that is shared among —

all Aneka nodes in the same Cloud.

MNOTE: ¥'ou must use the zame Secret Key that you uzed when
configuring the Master node to which vou want thiz Warker ta connect.

SectetKey | Fh7idPNvgAHEIO5WOhIsSeMhytyFiyal 3323ipxaylU=
3

s The key iz valid. |

Key Store:

[ LCancel ] [Erevious ][ Mext ]

Figure 44 - Configuring security for your cloud

7.2.3 Step 3 — Persistence Configuration

No special persistence configuration is required for Workers. Click Next to proceed. (See
figure in the next page).
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Aneka Node Configuration Wizard - [Multiple Host Setup]

Persistence
m In thiz section you can configure the persistence settings for Aneka. You can choose in memony persistence or RDEMS.

Aineka Container Perzistence

— Security Persistence Mode:

— Persistence Aneka will keep all system and application data in memory. This data will be lost i
when the &neka service is stopped of restarted. Using this mode in a production

environment is not recommended.

[ LCancel ] [Erevious ][ Hest l

Figure 45 - No persistence configuration is required for Workers

7.2.4 Step 4 — Cost and Software Appliances

Aneka Node Configuration Wizard - [Multiple Host Setup]

Advanced Configuration Seltings
l || I thiz page you can st up the settings that further custamize the container, such az the name of the instance, it cost

per hour, and the installed software appliances.

Aineka Container o : :
The basic installation of the container has been completed?
- Security
Click here to review the installation settings and start the installation, or
— Persizstence continue and configure the advanced properies ofthe Container.
— Advanced

Container Properties

9090 w5 | [ UseIP as Name
N Cost [Unit/Haur):

Software Appliances

Software appliahces curently configured

Name Yendor

Wersion

Dietails
Name:  |POVRap IE"
“endor: |Persistence of Wision RayTracer Pty Ltd. | | update |

[ Cancel ] [Erevious ][ Memt ]

Figure 46 - Cost and Software Appliances
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You have now completed the basic settings for installing the Container. To review the
installation settings and proceed with installing the Containers, click on the link “here” as
shown in the figure above. For advance configuration, continue reading.

This step lets you configure additional container properties such as the Instance Name and
Cost. The Instance Name refers to the name of the Container. You make choose to leave
the Use IP as Name option checked by default if you would like to use the IP address and
port of the Container as its name, or uncheck to specify a different name. The Cost is an
integral value stated in units per hour and is used to specify the billing cost for executing
a job. This property only makes sense for Worker Containers running Execution Services. A
job that runs for 30 minutes on a Worker Container for example, will be billed at half the
specified cost. The aggregated cost of running all jobs across all the Worker Containers in
the Cloud for a given application is thus the total cost of executing that application. End-
users can be billed accordingly by converting this cost into a meaningful currency value.

Software Appliances are applications that must exist on the Worker node for a job to
execute successfully. This can include software such as the Java Runtime Environment
(JRE) or rendering engines such as POV-Ray and Maya. Users submitting Jobs to Aneka can
state any application requirements for their jobs to execute successfully. The Scheduler
will then dispatch these jobs to those Worker nodes that have the required Software
Appliance.

Software Appliances are therefore typically setup when installing Worker Containers that
run Execution Services. To add a Software Appliance to a Container you must specify the
Name, Vendor and Version as shown in Figure 46, and click on the Add button.

7.2.5 Step 5 - Failover

Aneka Node Configuration Wizard - [Multiple Host Setup]

Failover

g Advanced settings for node type including double master to support failover and software configuration
Aneka Container Failaver Suppart

— Security [] Enable Failawer m
— Persistence

Prirnary b aster

- Advanced
Backup Magter:

— Failower

The wizard will enable double master facility to deploy the Aneka master
container. The given primary master will be the master always running.
the secondary master iz the back up master that will be activated when
the primary master falls.

l Cancel l lErevious ” Hext ]

Figure 47 - No failover configuration required for Workers
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No failover configuration is required for Workers. Click Next to proceed.

7.2.6 Step 6 — Service Configuration

Aneka Node Configuration Wizard - [Multiple Host Setup]

Advanced Services Conhoguration
m Here vou can zelect the et of services that you want to activate on the Aneka container.
-
Aneka Container Services
) 'y
— Security @ "
— Persisterice TazkErecutionService H:
ThreadE zecutionService —
— Advanced tdapR educeE recutor
— Failovver
— Services Service Configuration
Service Name: LogaingService
Settings: %_: ‘H.
E Basic
CacheStore LoggingService.Members_Cache. dat
Lewel Info
E Misc
CacheStore
The cache store where the log entries are cached locally,
’ LCancel ] ’ Previous ] ’ Mext

Figure 48 - Service Configuration

This step allows you to select the list of services you wish to host on the Worker
Container. You may leave the default selection intact for the most common service
configuration for Worker Containers. This includes the following list of services:

- LoggingService

- MonitoringService

- TaskExecutionService

- ThreadExecutionService
- MapReduceExecutor

To configure the properties of each to the listed services, select the service and then edit
the properties in the property box below. For a more detailed description of each of these
services and properties, see Appendix A on Service Configuration. Click Next to proceed.
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Aneka Node Configuration Wizard - [Multiple Host Setup]

Aneka Container

Complete Installabon
n fau have completed the configuration settings of the node. Please review vour configuration before pressing the Finish
button and start the installation.

Review Your Configuration

— Secunty You have completed the configuration of the node. In this page you can
. review all the parameter settings selected for your components.
— Persistence . Once you have reviewed the configuration please start Finish to start the
L1 installation or Cancel to stop the operation.
— Advanced
= Falsvr Generate HTHL
— Services %5 Settings
Complete Installation B e _Eontainer
=i = General
= |l Basic
== Type Slave
== |ngtance Mame
== Service Port 9030
== | tope 9090 neka
== hazter Container U top:/4128.250.29.183:93030/4neka
el Advanced
EY Sectrity [fneka Managed Security]
o Persistence [l bemory]
- [z Saftveare Appliances [1 configured]

== POV-Ray

31 - Persistence of Yision RayTrac...

l LCancel ]

l Previous

Figure 49 - Summary

The final step of the Wizard presents a summary of the installation settings. Browse
through the settings to ensure that everything is correct. In order to change any of the

settings click Previous until you reach the corresponding step of the Wizard. To start
installing the Container click Finish.

Figure 50 below shows the installation progress. This process can take a few minutes
depending on the number of machines you are installing the Workers on. Once the
installation has completed, click on the Master Container in Cloud Explorer to see a list of

all new Workers connected to the Master Container.
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The machines with the blu screen identify an active Aneka Daemon, while machines with a black screen identify nodes there the

Aneka Daemon service has been stopped.
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Default
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Lab 211

Aneka Service Control

g 128.250.28.104
g 128.250.28.107
g 128.250.28116

Install Aneka Container

In Progress...
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Figure 50 - Installation of Worker Containers
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Figure 51 - Installed Worker Containers
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8 Cloud Management

Aneka Management Studio provides a number of other features that help you manage your
Clouds. This includes features for managing Aneka user accounts, monitoring the overall
performance of your Cloud, and obtaining detailed reporting information on resource
usage, data transfers, billing and application (job) execution. It also provides facilities for
starting, stopping, quarantining Containers and troubleshooting your deployments by
viewing remote logs.

8.1 Master Containers

To view list of all Aneka Clouds deployed on your infrastructure, click on Master
Containers in the Cloud Explorer. Each Primary Master Container identifies a separate
Aneka Cloud. To view the list of Workers in the Cloud click on the corresponding Master
Container in Cloud Explorer as shown in the figure below.

F |

%@ Aneka Cloud Management Studio i = | B -

File  View Settings Tools Help LicenseName

E‘Q Aneka Cloud Master Containers

)-8 Infrastructure _mmm
“ & R tori il This view shows all the Master Container controlled by the Management Studio.

e epostiones ) *fou can select one or more containers, reconfigure them, see the available services and start or stop the containers.
----- i& Machine Credentials

(-, Installed Machines

N N &J\'
---- ) Uninstalled Machines 1:3 tcp://128.250.26.193:9090/An...
[ ) Access Denied Machines 1
E|Ig Containers
B

Provisioned Cortainers
----- b, Quarantined Containers
----- &8 Orphan Containers

Figure 52 - A List of Master Containers
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r T —
% Aneka Cloud Management Studio i o | B eS|

File  View Settings Tools Help LicenseName

=4 Aneka Cloud -1/128 250.26.193:9090/Aneka - Worker Containers
-84 Infrastructure
- * Repositories =

.- #§ Machine Credentials

(-, Installed Machines

This wiew shows all the dependent containers of the selected master container.
According to the status of the containers different operations are possible.

_____ €) Uninstalled Machines tep://128.250.26.193:9080/ Aneka
----- B} Access Denied Machines - i
&1 Cortainers 1:3 tep://128.250.26.193:9092/An... % tcp://128.250.26 193:3093/An...
E1-#= Master Containers

2% = ¥icp://128.250.26.133:304
Provisioned Containers

{1, Quarantined Containers

----- &% Omphan Containers

Figure 53 - The Workers belonging to a Master

8.2 Quarantined Containers

The Quarantine action allows you to put Containers under Quarantine or remove them
from Quarantine. Quarantine is a status that prevents a Container from being selected by
the scheduler for assigning jobs to be executed. When a container is under Quarantine it
will never receive any job to execute. This feature is useful when the administrator
detects that some Containers do not behave properly and wants to temporarily exclude
them from the set of eligible Containers for job execution until the problem is fixed. Once
a container has been put under Quarantine it will disappear from the list of Worker
Containers in the cloud, and will be put under the Quarantined Containers in Cloud
Explorer. To remove a container from the Quarantine, simply select the Quarantined
Container and then select Remove from Quarantine from the context menu. Note that you
are not allowed to quarantine the Master Container.
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Quarantined Containers

This view shows all the Containers controlled by the Management Studio that are in quarantine status.
“You can select one or more containers, reconfigure them, see the available services and start or stop the containers.

Ly

Ly

bop: 128,250, top/A128.25. .
28.177.9090/

Aneka

Figure 54 - Quarantined Containers

8.3 Orphan Containers

Containers become Orphans when the Aneka Daemon responsible for managing them is no
longer available. The commonly happens when the Aneka Daemon crashes, but leaves the
Containers intact and usable. Orphan Containers can still receive jobs but provide limited
management capabilities because of the lack of control. It is recommended that you
troubleshoot the problem and resume the Aneka Daemon service. Figure 55 shows a
sample list of Orphan Containers.
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Figure 55 - Orphan Containers
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Figure 56 - Managing a Container
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8.4 Container Management

The following is a list of actions that can be performed on Containers.
Start: Starts the selected Containers.
Stop: Stops the selected Containers.

Restart: Similar to performing Stop followed by Start. This action restarts the selected
Containers.

Reconfigure: Reconfigure the selected Containers. This action launches the Container
installation Wizard once again, allowing you to reconfigure the Container.

Quarantine: As discussed earlier, this action quarantines the Container.

Properties: This action only applies to a single Container and it pops up a dialog as shown
in Figure 57 showing the properties of the Container. The dialog displays multiple tabs
presenting information on general system properties of the Container, the list of Services
running in the Container, and the performance of the Container.

Logs: This action allows you to see real time monitoring of logs for a particular Container,
or to view the log archives. You can also specify interested logging levels (info, debug,
warn and error) using the Logging Listener Port dialog in the Settings menu.

128.250.28.101 Properties

Container 1d: A400w-ict02171-02-3030
B Container Ui tep:/#128.250.28.101:9090/4neka
Lazt Ping Time:  0.07 ming ago

m | Services | Performance

Flatfarm

e Operating Spstem:; Microgoft Windows MT 5.1.2600 Service P...
CPU Infa: Unitz: 1 - Max Power: 2 GHz
~ Max. Storage: TEGEB

Installed Software

Fricing

Resource Cost, 70

l ok l l Cancel l

Figure 57: Aneka Container Properties
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Figure 58: Container Logging (Real time monitoring and log archives)

8.5 Real-Time Performance Monitoring

Aneka Management Studio allows you to monitor the overall performance of your Cloud.
Selecting Statistics from the Tools menu brings up the System Performance Monitor
showing statistical data on CPU and memory availability and current usage in the Cloud as
shown in the figure below. This data is constantly updated every few seconds, reflecting
the most current status.

This graphical view of your Cloud can be useful when you need to observe the current load
in the Cloud. If you are interested in analysing resource usage over a longer period of time
see section on Reporting and Accounting below.
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Figure 59 - The overall performance of an Aneka Cloud

8.6 Reporting and Accounting

The Reporting and Accounting dialog provides detailed information on resource usage, file
transfers, billing and application execution. You can access this dialog by selecting
Reporting and Accounting from the Tools menu. Accessing Reporting and Accounting
information on an Aneka Cloud requires administrative privileges bringing up an access
credentials dialog as shown in the figure below. The default Administrator password for all
Aneka Clouds is an empty string. You can thus leave the password field blank, and click
Connect.

Connect to the Aneka Cloud =

Aneka Uzer Credentials

Idzernarne: | Sdrninistratar |
Passwand: | |
Master Ui | op//128.250.29,183: 9090 ek |
Cloud M ame: | |

Connect Cancel

Figure 60 - Dialog to enter Administrator password
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Figure 61 - Reporting and Accounting - CPU Utilization

Figure 61 shows the Reporting and Accounting dialog. To view the CPU utilization history
for your Cloud, select the desired period in the Utilization tab and click Apply. This shows
a graphical view of the CPU utilization along with a summary of the infrastructure and
resources. For a detailed view of the performance information reported by the various
Containers in the Cloud click on the Details tab.
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Utilization Shaw Utilization By = | R
@ Time
O User o T y
@ O Application ,\;,‘.5: ..5:.-“6
Biling .
v| Shaw Only Extemal Tirpe
SR pIEEDE 13/09/2010 2:19:56 PM
—————— 7.7997
Summary | Details |
i Surmmany
Diata Transfered: Transfer Rate for Period: Nurber of Files:
Accounting [234.2 Megabytes | [33.31 Kiiohytesss IE |
Peak Application: Peak Application Bandwidth: Peak Appication Owiner:
43029472 6008 #fc2-aTch1 | 13517 Megabytes | [Administrater |
Peak User: Peak User Bandwidth:
o> | Achmiistrator | [2302Megabytes |
=
Clean Dat
Done.

Figure 62 - Reporting and Accounting - Storage Utilization
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To view the Storage utilization in your Cloud, switch to the Storage tab in the Reporting
and Accounting dialog, select the desired period and click Apply. This shows a graphical
view of the Storage Utilization based on Time, User or Application. By default, all internal
file transfers between the Storage Service and Worker Containers are not shown. Instead,
this dialog presents information on files exchanged between Clients and the Storage
Service. To view internal transfers uncheck Show Only External. To view detailed
information on individual transfers, click on the Details tab.

Aneka Analytics

Utilization Storage| Billing |Accounting

Elnobeics Billing Overview

Fram:

Resource

Utilization 09/13/2010 02:21 PM hd T y

To

0341342010 04:21 PM w 200 ]

Apply

&

>

Storage
Lltilization

Cost ()

Shaw Costs By

%__
<
5,

@ Users | |
ﬁ' © Applications a ' '
£ ‘g’ o
Biling &
Users
i | Detailz
User Application Drescription Cost Start Time Finish Time

Accounting

3 LY GTEEGE 43029472 60b8-4fc2-a7ch-1980071 8226 | FaulyT asks $220.65 | 13/09/2010 254 PM | 13/09/2010 2.5

Administrator | 9282905 1F3-4016-ackf-f308dbA 9207 | FaulyT asks $31.00 | 13/09/2010 253 PM | 13/08/2010 2.6
Dileban d4abbodd-b643-47d1-85(2-171623021 93 | Mandelbrat $44.94 13/09/2010 2:21 PM | 13/09/2010 221

(L 7

Clean Data

Done,

Figure 63 - Reporting and Accounting - Billing

Figure 63 shows Billing information for Aneka users. To view Billing information switch to
the Billing tab in the Reporting and Accounting dialog, select the desired billing period
and click Apply. This shows a graphical view of the costs incurred by different users. To
view costs for each application, selection Applications in the Show Costs By group box.
The Details tab at the bottom of the screen shows more information on the each of the
applications, including its total cost, start and finish times, numbers of resources used,
and the number of successful and failed tasks.

Figure 64 and Figure 65 shows Accounting information for applications running on Aneka.
This allows users analyse and monitor running applications, view historical data on job
execution, and statistics on the application as a whole. The Accounting tab consists of
Applications and Information tabs as shown below. The Applications tab lists all
applications currently running on the Cloud. An Administrator can terminate any
applications if he or she wishes to. Click Refresh to update the list of running applications.
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The Information tab shows historical and statistical information on application execution,
including the jobs submitted and the resources utilized. The Statistics tab presents a
graphical representation of the resources used by an application in the form of a job
distribution chart, showing the number of work units completed on each of the resources.
End-users will only be able to see his/her application details. The administrator on the
other hand can view details of all the applications.

Aneka Analytics =

Utiization | Storage | Biling | Accounting ‘
h Applications | Information

Resource [ End Process ]| Rehesh |
Utilization

Aaplication User Time ©f Commence

Storage
Utilization

<!

Billing

1

Accounting

o

= Running Applications : 1
Clean Data

Dane.

Figure 64 - Reporting and Accounting - Running Applications
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Figure 65 - Reporting and Accounting - Application Statistics
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8.7 User Management

The User Management dialog can be accessed by selecting User Management from the
Tools menu. This dialog is used for managing Aneka user accounts, user groups and user
permissions. This dialog is only available if the Aneka Cloud has been configured to use
security.

The first tab, User Management is used for creating, updating and deleting Aneka user
accounts. End-users must have a valid account in order to submit applications if security
has been enabled on the Cloud. Only an administrator is able to create and delete user
accounts. End-users are allowed to modify their own accounts.

¥ Aneka Security Managment

File:
L] X &
2 Uzer Management |ﬂ Group Managemmert || ?-.J{‘.: Permiszions

Administrator Dileban

Lsername: |J,:,hn Check Availability

Passward: | ******* |

Retype Paszword:

[rr— |

Full  arme: |Ju:uhn Draltan |

Descriphion:

Figure 66: Creating an Aneka user

The second tab, Group Management, is used to create user groups that link different user
accounts and user permissions, as shown in Figure 67. Only Administrators of Aneka can
manage user groups.
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® Aneka Security Managment

File:
X

| a LlserManagement| €1 Group Management | ?’ Permissions

. IJzerz azsigned to thiz group:

[ Add... ] [ Hemu:uve]

Permizzions assigned ta this group:

[ Add... ] [ Hemnve]

Figure 67: User group creation

# Aneka Security Managment

T New Permission

Select Permizzion Type:

Type: |.-'-‘n.neka.Securit_l,l.F'ermiasiu:un.GruupF! erourcedcoessPermizsion L |

Configure Permizzian:

Azzembly Mame: |.-'l'meka |

Class Type: |.-’-'meka.Securit_l,l.F'ermissiDn.GrnupF! ezourcedcoessPermizzion |

Permizzion Mame: | GROUP-Lab217 |

Actions: | 1 |

Figure 68 - Creating a new permission
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The last tab, Permission Management, is used to create various user permissions that
apply certain restrictions on Aneka related activities. One of the permissions implemented
in current version of Aneka is the GroupAccessPermission. It basically treats Aneka
Containers in different groups, and only allows access to certain groups of Containers for
user accounts attached to the permission. The user permission management example is
shown in the figure above. The GroupAccessPermission uses two parameters to set the
permission for the user. The first parameter is the Permission Name, it should be in the
form of GROUP:[groupName]; The name of the group is the name specified in the group in
first page of configuration wizard when installing a container. The second parameter is the
machine list of the group that are allowed to access, it can be in the three formats (‘*’
means all the machines in the group, ‘- means no machine is allowed, and [machine-
name1,machine-namez2,...,machine-nameN] as a list of machines that are explicitly
allowed, the name of the machine is configured as the instance name field in the first
page of configuration wizard when installing a container).

8.8 Host Name Conversion

The user can easily recognize the machine by seeing its hostname by clicking the Host
Name from the view menu.

949 Aneka Cloud Management Studio = | E S|

File | View | Settings Help
-Q Large Icons Aneka Cloud

Small lcons Welcome to the Aneka Cloud. From the Management Studio you can quickly setup new Computing Clouds spanning over physical
and virtual nodes.

List
| Tile
W Refresh

4. Host Name

Provisioned Containers
-y Quarantined Containers
[l Orphan Cortainers

ines

Figure 69 - Host Name option

Note: The Host Name option will only get displayed if and only if the host name is
properly configured with the domain name in the system and user should be able
to get the IP address from the hostname and the hostname from the IP address in
the command prompt.
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While clicking on the Host Name option under the view menu it will convert the daemon
and all the containers’s IP address into the hostname.Now the system will behave the
same as it was working with IP address.

-
@ Aneka Cloud Management Studio

= [ 5 [ |

File

View  Settings  Tools Help

=G Aneka Cloud

g Infrastructure
- == Repositories
i3 Machine Credertials
~, Installed Machines
- 400d-111283.unimelb.edu au
Uninstalled Machines
- B} Access Denied Machines
&8 Cortainers
=] Master Containers
£% tcp://400d-111283 unimelb edu au:9090./ Anska
----- s Provisioned Containers
----- /4y, Quarantined Containers
----- &% Orphan Cortainers

=

Installed Machines
This view shows all the machines where the Aneka Daemon has been installed.

The machines with the blue screen identify an active Aneka Daemon, while machines with a black screen

identify nodes there the Aneka Daemon service has been stopped.

Host Daemon Uri Platform
Default
= 400d-111283 unimelb edu.au tep://128.250.26.153:5000/daemon Windows 1

Cores

Figure 70 - Converted the IP address into Host Name

a3 Aneka Cloud Management Studio

= B S |

File

View  Settings Tools Help

BQ Aneka Cloud

g Infrastructure
-9 Repositories
- Machine Credertials
Installed Machines

-
~#3 Uninstalled Machines
- B} Access Denied Machines
Containers

Master Containers

[ £% tcp://400d-111283 unimelb edu au:9090./ Aneka

Provisioned Containers

- /& Quarantined Containers
----- &8 Orphan Containers

Containers

400d-111283 unimelb.edu.au - Man:

This view shows all the container instances that are lacally managed by the Aneka Daemon installed on
the node.
fram this view you can perform all the operations that are admissible to managed containers.

K K
@ top://400d-111223 unimelb.ed... @ top://400d-111223 unimelb.ed...

.
ﬁ tcp://400d-111283 unimelb.ed. .

Figure 71 - Converted the containers and Daemon'’s IP address into Host Name
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9 Testing the Cloud with Sample Applications

Once you have successfully deployed an Aneka Cloud, you can test it by running some of
the sample applications shipped along with the distribution. These include samples for the
Thread Programming Model, Task Programming Model, and MapReduce Programming
Model. The following sections guide you through running some of the examples.

& A=)
Master address
tepdd | 128.250.29.183 o {9090 | |Aneka

Authentication

Uzemame: | Dileban

Password: |7 ‘

|'§f Current credentials. |

oK H Cancel ]

Calors Ma. Cellz

|:|. H:[5 [v:[5 Jdaw =

0%

Figure 72 - Specifying the credentials for the Mandelbrot application

9.1 Thread Programming Model

The Mandelbrot sample application generates a rendering of the Mandelbrot Set in
parallel. The Mandelbrot Set, named after the mathematician Benoit Mandelbrot, is a
fractal formed by a set of points on a complex plane, determined using a mathematical
function. This sample application was implemented using the Thread Programming Model.

Launch the Mandelbrot application from the start menu. To run the sample application,
you must specify the address of the Master Container along with a valid Aneka user
credential. If you have not setup user accounts yet, you may use the Administrator
account with the default empty password. To run the application, click on the Play
button. The figure below shows a sample run of the application.
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Mandelbrot - Powered by Aneka

Colors Mo, Cells

I:'. H: W = |

Elapzed: Oh Om 1z 935mz - Awg Completion Time: Oh Om Oz 254ms

Figure 73 - The Mandelbrot application running

9.2 Task Programming Model

Image convolution is the transformation of the pixels in an image using mathematical
functions, to produce various results such as Gaussian blur, edge detection, and
embossing. The sample convolution application was implemented using the Task

Programming Model.
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@ Convolution Demo E | EI[EJ
File  Conwolution  Help
m [Result Bitmap
[ Convolution | &neka | ~]|  Fiename Blue hils.jpg
Enable Aneka parameters Size 27KB
Manager address Dimenzion 800 % E00
tep:// [128.26029 183 |: [neka | Format Foma24bppFig
Authertication )
P q Coreeolution
Password ‘ Slice dimenzion 112x112
Run

J Ready

Look here For information messages

Figure 74 - Specifying the credentials for the convolution sample application

Launch the sample application from the start menu and specify the address of the Master
Container along with a valid Aneka user credential. If you have not setup user accounts
yet, you may use the Administrator account with the default empty password. To run the
application, click on the Run button. The figure below shows a sample run of the
application embossing the original image.

onvolution Demo

WDJ Result ‘

Help

12

EEX

Bitmap

File name Blue hills.jpg
Size 27KB
Dimension 800 % 600
Format Format24bppRg
Convolution

Slice dimension 112x112

Results
File name
Convolution Aneka
Start time: 10:09 AM
End time 10:09 AM
Elapsed time 00:00:13.81085
Slice dimension 112112
e :
< > Slices executed  19/48 (39.58%)
@ Busy Running Emboss filter...

Figure 75 - The convolution example embossing the original image
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9.3 MapReduce Programming Model

MapReduce is a programming model and an associated implementation for processing and
generating large data sets. Users specify a map function that processes a key/value pair to
generate a set of intermediate key/value pairs, and a reduce function that merges all
intermediate values associated with the same intermediate key. For more details on
MapReduce see the original paper from Google.

Aneka ships with two sample applications for the MapReduce Programming Model, the
PiCalculator and WordCounter. Both these samples can be found in your Aneka installation
directory in the following path:

<installation directory>\Aneka.3.0\Examples\Tutorials\Map Reduce Model\

This section will guide you through running the WordCounter example, but the process is
similar for the PiCalculator.

The WordCounter example is a canonical application of MapReduce which counts the
occurrences of each word in a given set of documents.

Solution Explorer - Solution “WordCounker' (3 projects)

= | 3 (2]
J Salution “WardCaunter' (3 projecks)
- _E WordCounte.Driver
+|- |=d| Properties
=l | References
] neka
] Aneka, MapFReduce
sl Aneka, MapReduce, DiskIo

2 Syskem
< Syskemn,.Data
< Sysker,Xmil
<3 \WardCounter, Library
2 conf.zml
‘ﬂ Program.cs
+ _E wordCounter, Library
+ _E wordCounter, Parser

Figure 76 - Re-linking the libraries in the WordCounter example

To run the example, launch the Visual Studio Solution for WordCounter, and re-link the
broken references to the Aneka libraries for all three projects as shown in the figure
above. The Aneka libraries can be found in the SDK folder in your installation directory.
When you are done, build the solution. Next edit the configuration file, conf.xml, in the
debug folder for your WordCounter.Driver project, and change the SchedulerUri to the
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address of your Master Container as shown Figure . You may also change the default user
credentials to another Aneka user account if you wish to do so.

Next open the command prompt, and switch to the debug folder in WordCounter.Driver
project folder and run the WordCounter example as shown in Figure . This program uses
the sample Web pages, found in the Workspace directory in the same debug folder, to
count the occurrences of each word. Once it completes running, it launches a results file
as shown in Figure 7869.

€ emacs@400W-15958

File Edit Options Buffers Tools SEML Help
<?¥ml wersion= encoding= T
<Aneka>
<UzeFileTransfer walue= F=
<Workspace walus= F=
<3inglelubmizssion value= F
<ResubmitMode walus= Fx
<PollingTime walus= £
<LogMe=ssages wvalue= £
<@chedulerUri walus= £>I
<U=zercCredential type= aszemb ly= =
<UzercCredentials usernsme= password=""/ >
</UserCredential>

<iroupss
<iGroup name= >
<Property nsme= walue= f=
<Property nsme= walue= £
<Property nsme= walue= £
<Property nsme= walue= £
<Property nsme= wvalue= £
<Property nsme= wvalue= f=
<Property nsme= wvalue= £
</ Group>
</ Groupa>
</ Anekax

Figure 77 - Editing the configuration file for the WordCounter example

WordCounter..DrivershinsDebug*MapReduce .WordCounter.exe —c conf.xml

Figure 79 - Running the WordCounter example

60



Installation and User Guide

€ emacs@400W-15958

File Edit ©Options Buffers Tools Help
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Figure 7869 - The results of running the WordCounter example
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Appendix A - Service Configuration

TaskScheduler

The TaskScheduler service provides scheduling for the Task Programming Model. This
service is typically installed on the Master Container.

Property Description
AlgorithmSelection Supports the following scheduling algorithms:
FIFO
ClockRatePriority

FixedPriorityPreemption
TimeCostQoSOptimization
FixedQueueProvisioning
DeadlinePriorityProvisioning

ThreadScheduler

The ThreadScheduler service provides scheduling for the Thread Programming Model. This
service is typically installed on the Master Container.

Property Description
AlgorithmSelection Supports the following scheduling algorithms:
FIFO
ClockRatePriority

FixedPriorityPreemption
TimeCostQoSOptimization
FixedQueueProvisioning
DeadlinePriorityProvisioning

MapReduceScheduler

The MapReduceScheduler service provides scheduling for the MapReduce Programming
Model. This service is typically installed on the Master Container.
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Property Description

Username A Windows account name on the scheduling node to access the storage
of MapReduce applications.

Password The password for the account name given above.

StorageDirectory The directory where all the required files (input and output files) for
MapReduce applications are stored.

TaskExecutionService

The TaskExecutionService service executes tasks received from the TaskScheduler service.
This service is typically installed on the Worker Container.

Property Description

ExecutionDirectory The name of the folder in the Worker’s home directory for
executing tasks. Each task will have its own execution directory
below this directory for storing all files required to execute the
task.

KeepFiles If ‘True’, all files within the task’s execution directory are not
deleted when the task is completed. Setting this property to True is
useful for debugging purposes.

MazimumTime Sets the maximum time after which task executions will be
terminated. This provides a mechanism to prevent infinite task
executions that occupy the resources indefinitely.

ThreadExecutionService

The ThreadExecutionService service executes threads received from the ThreadScheduler
service. This service is typically installed on the Worker Container.

Property Description
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The name of the folder in the Worker’s home directory for executing
threads. Each thread will have its own execution directory below this
directory for storing all files required to execute the thread.

If “True’, all files within the thread’s execution directory are not
deleted when the thread is completed. Setting this property to ‘True’ is
useful for debugging purposes.

Sets the maximum time after which thread executions will be
terminated. This provides a mechanism to prevent infinite thread
executions that occupy the resources indefinitely.

The MapReduceExecutor service executes jobs received from the MapReduceScheduler
service. This service is typically installed on the Worker Container.

Property

Username

Password

StorageDirectory

StorageService

Description

A Windows account name on the executing node to access the storage
of MapReduce applications.

The password for the account name given above.

The directory where all the required files (input and output files) for
MapReduce applications are stored. NOTE: If the MapReduceExecutor is
configured to run on the same node as the scheduler, these directories
must be different.

Supports file transfers between Clients and the Aneka Cloud. This service is typically
installed on the Master Container. You may alternatively host the Storage Service on a
separate Container to reduce the load on the Master. Make sure you have sufficient disk
space, at least in the order of a few gigabytes, on the machine hosting the Storage

Service.

Property
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Description

DbConnectionString The connection string for connecting to a database (this value is
automatically set choose to use a Relational Database for
persistence)

DbProvider The provider for the database connection (this value is automatically

set choose to use a Relational Database for persistence).

FileTransferProtocol The different transfer protocols. Currently FTP is supported.

UseRDBMS Set to ‘True’ if the Storage Service is to use a Database to store

information.

ResourceProvisioningService

Dynamically provisions resources from public and private cloud providers such as Amazon,
GoGrid and XenServer. This service is typically installed on the Master Container.

Property Description

Option None or Managed. If the Managed option is selected, users can specify
different pool as shown in the figures below

Resource Pool Manager Editor %]

AvailabilityZone

Select Resource Pool | GoGndPool v
Resource Pool Mame : Add
#enPoolLab219 [P
EC2Poal:tyEC2F ool CEN =
GoGrdPookMyGaGridPool | B Basic
AvailabilitvZone us_east_la w
Capacity 200
Imageld amazon-aneka-image
InztanceT ype Medium
E Security
Accesskey your-access-key
K.eyMame your-key-name
Secretdccesskey your-secret-key
SecurityGroup [Collection]

The avialability zone where the instance should wn,

Apply

Figure 80: Configuration Wizard -Amazon Pool Configuration
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Resource Pool Manager Editor 3]
Select Resource Pool |G|:ul3ridF'|:u:|| v |
Resource Pool Mame : | | [ Add ]

¥enPoolLab219
EC2Pool:MyEC2Ponl

GoGridPoolMuzoGridFool

Capacity 200
Imageld gogrid-aneka-image
PubliclPPool [Collection]
RamSize One_GB
B Secunty
APIkey your-api-key

!:; [

your-secret-key

Secretkey

The zecret key id to access the GoGrid web zervices
AP

Figure 81: Configuration Wizard - GoGrid Pool Configuration

Resource Pool Manager Editor X
Select Rezource Pool |><enF'u:u:|| W |
Rezource Pool Mame : | | [ Add ]

#enPookLab213

B Basic

Capacity 1

Poolt aster 128.250.28.182

Part 80

TemplateM ame Ubuntu-10.04-Aneka
El Metworking

MaCAddreszPool [Collection]
El Security

Ilzer Mame root

Uszer Password

The pazzword uzed to authenticate the uzer with
zenServer.

Figure 82 - Configuration Wizard - XenServer Pool Configuration
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Collects monitoring data from Worker Containers and provides access to various reporting
information. You must enable this service in order view reporting information through the
Aneka Management Studio. This service is typically installed on the Master Container.

Property

DbConnectionString

DbProvider

FlushPeriodInMinutes

ReportingFormat

UseRDBMS

MonitoringService

Description

The connection string for connecting to a database (this value is
automatically set choose to use a Relational Database for persistence)

The provider for the database connection (this value is automatically set
choose to use a Relational Database for persistence).

The period after which all reporting information will be flushed. Use this
value carefully in order to ensure that database (or disk) storing the
reporting data does not grow indefinitely.

The format of the reporting data. The supported formats include XML
and Binary. The default recommended format is XML. Use binary of you
need to save storage space.

Set to ‘True’ if the Reporting Service is to use a Database to store
information.

Collects and reports various monitoring data to the Reporting Service. You must enable
this service to have access to reporting information such as CPU performance and storage
utilization (file transfers). This service is typically installed on both the Master and Worker

Containers.

Property

ReportingServiceUri

Description

The Uri of the ReportingService. If the ReportingService is hosted on the
Master Container, use the Uri of the Master Container.
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LoggingService

Provides remote access to a Container’s logging data. This service also allows you to
access the Container’s log archives, and can be useful for troubleshooting problems. This
service is typically run on both, the Master and Worker Containers.

Property Description
CacheStore The location where the logging entries cache will be stored.
Format The format of the logging entries that will be stored
Level The logging level which the logging entries will be recorded including

Debug, Info, Warn, Error and All.
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